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Abstract

Machine learning (ML) is increasingly used behind closed
systems and APIs to make important decisions. For example,
social media uses ML-based recommendation algorithms to
decide what to show users, and millions of people pay to use
ChatGPT for information every day. Because ML is deployed
behind these closed systems, there are increasing calls for
transparency, such as releasing model weights. However,
these service providers have legitimate reasons not to release
this information, including for privacy and trade secrets.
To bridge this gap, recent work has proposed using zero-
knowledge proofs (specifically a form called ZK-SNARKs)
for certifying computation with private models but has only
been applied to unrealistically small models.
In this work, we present the first framework, ZKML, to

produce ZK-SNARKs for realistic MLmodels, including state-
of-the-art vision models, a distilled GPT-2, and the ML model
powering Twitter’s recommendations. We accomplish this
by designing an optimizing compiler from TensorFlow to
circuits in the halo2 ZK-SNARK proving system. There are
many equivalent ways to implement the same operations
within ZK-SNARK circuits, and these design choices can
affect performance by 24×. To efficiently compile ML mod-
els, ZKML contains two parts: gadgets (efficient constraints
for low-level operations) and an optimizer to decide how to
lay out the gadgets within a circuit. Combined, these opti-
mizations enable proving on a wider range of models, faster
proving, faster verification, and smaller proofs compared to
prior work.
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Figure 1. Example use of ZKML in verifying that tweets are
ranked honestly from Twitter.

1 Introduction

Machine learning (ML) and artificial intelligence (AI) tech-
niques are becoming increasingly integrated into our world.
They now power social media feeds [32], product recommen-
dations [8], medical decisions [5], and even provide day-to-
day advice (e.g., ChatGPT) [33]. As these ML systems become
increasingly important, there have been increasing calls for
transparency [34].

One way to provide this transparency would be to release
the model weights and user data. However, the companies
deploying these ML models have valid reasons to withhold
model weights and data. Releasing certain kinds of data (e.g.,
medical data) would violate user privacy, and model weights
are often trade secrets (e.g., GPT-4 purportedly costs over
$100M to train [21]).
To address this, recent work has proposed using zero-

knowledge proofs (specifically ZK-SNARKs, zero-knowledge
succinct non-interactive arguments of knowledge [6]) to
execute ML models without revealing their weights [10, 26,
44]. ZK-SNARKs allow a prover to produce a computationally
binding proof that some computation happened honestly. In
the context of ML, a prover can produce a ZK-SNARK that
ensures a specific set of weights were used on some input
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known to the prover. For example, ZK-SNARKs could be
used to verify that tweets were generated honestly from a
fixed recommendation model (Figure 1).

Unfortunately, all prior work on ZK-SNARKs for ML can
only produce proofs for unrealistically small models, such
as those for MNIST and CIFAR-10 [10, 26, 44]. However,
potential users of ZK-SNARKs for ML are largely interested
in realistic, production models (e.g., ImageNet-scale models,
language models). Furthermore, this prior work only applies
to convolutional neural networks (CNNs). This limits the
practical applicability of ZK-SNARKs for ML transparency.

In this work, we substantially advance the frontier of pos-
sible models, both in terms of diversity and complexity, pos-
sible to ZK-SNARK. To do so, we build ZKML, an optimizing
compiler that transforms TensorFlow models to ZK-SNARK
circuits.ZKML’s first component are gadgets that perform ba-
sic operations for ML models, such as dot products, softmax,
and pointwise non-linearities. Given these gadgets, ZKML’s
second component is its circuit layouter, which optimizes the
circuit layout for a given hardware target. ZKML is designed
to be modular, allowing developers to add gadgets.
As mentioned, all of the prior work in this space only

applies to CNNs. As such, they only optimize linear layers
(convolutions and fully connected layers) and the rectified
linear unit (ReLU) non-linearity. These operations are not
sufficient for more general models, including recommenda-
tion systems, language models, and more.

We design and implement a large number of gadgets that
allow for a wider range of models. These gadgets include vari-
able integer division, the maximum operator, the softmax op-
erator, pointwise non-linearities, and more. Combined, these
allow ZKML to ZK-SNARK substantially more diverse mod-
els, including the mentioned recommendation systems (the
Twitter algorithm), language models (DistillGPT-2), small
diffusion models, and more. Furthermore, ZKML’s gadgets
are designed to be optimally laid out for various circuit con-
figurations, resulting in high performance.

Given these gadgets, ZKML still must decide on the circuit
size, circuit layout, and which of the gadgets to use. In order
to do so, we designed and implemented a circuit layout opti-
mizer. ZKML’s optimizer simulates the circuit layout process
for a given configuration and uses a cost model to determine
which layout is optimal for a given neural network. Com-
pared to using a fixed configuration, ZKML’s optimizer can
improve performance by up to 131%.
Combined, our optimizations allow ZKML to construct

proofs of ML models that are up to 5× larger than prior work,
in addition to a wider range of models. Furthermore, ZKML
can prove models at a fixed accuracy faster than prior work
while achieving up to 5× faster verification and 22× smaller
proofs on MNIST and CIFAR-10, the only datasets prior work
considers. Although much work remains for widespread
deployment, ZKML substantially advances the state-of-the-
art of ZK-SNARKs for ML models.

2 Use Cases

Before we describe ZKML, we first describe how ZK-SNARKs
can be used in ML applications. All of the applications we
describe must be combined with other techniques to be fully
secure (e.g., trusted databases [47] or sensors). As we fo-
cus on ZK-SNARKs for ML in this work, we simply sketch
the end-to-end application. These applications use the same
underlying ZK-SNARK technology applied in different ways.
Beyond these applications, ZK-SNARKs can be used to

prove any computable function over the ML model outputs.
This can include fairness properties or other auditable prop-
erties of the ML models. Several of these use cases have been
explored in prior work [23, 27].

Trustless audits. ML models are becoming increasingly
powerful and trained on private user data. For example, Ope-
nAI has not released the weights for their commercial models
(gpt-3.5-turbo, gpt-4, etc.) at the time of writing. As an-
other example, recommender system models (e.g., as used
by Twitter) are trained on private user data, so the model
weights cannot be made public. However, users often wish
to perform audits over these systems [3, 23, 40], leading to
tensions between privacy (of user data) and trust (whether
or not the model provider is cheating).

ZK-SNARKs allow the model provider to commit to a fixed
model and prove that an output was generated from that
fixed model. These ZK-SNARKs can be combined with other
techniques, such as verified databases, to perform end-to-end,
trustless audits. Such audits have been previously proposed
[23], but no work has succeeded in creating ZK-SNARKs of
realistic models.

We show a system diagram of how to perform an end-to-
end audit in Figure 2.

Private biometric authentication. Increasingly, online
services want assurances that their users are real people.
With the rise of generative AI, this becomes increasingly
challenging, and existing biometric authentication solutions
violate privacy.

ZK-SNARKs, combined with attested sensors (i.e., a sensor
that contains a hardware unit to digitally sign the sensor
data) [9, 13], make it possible to perform trustless biometric
identification. Namely, the user would take a photo (ideally
with a depth camera) and use an ML model to verify that
their face matches a previously identified face.

Trustless credit scores. Beyond audits of ML systems, ZK-
SNARKs for ML (also combined with trusted data access)
allow for the computation and verification of trustless credit
scoring [30]. Trustless credit scores are particularly interest-
ing in the blockchain setting, where users may wish to draw
undercollateralized loans. The credit score can be computed
by summarizing the user’s on-chain history and executing a
machine learning model to determine the credit-worthiness
from this history. By using ZK-SNARKs, both the borrower
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Term Definition
Circuit Representation of computation within

the ZK-SNARK.
Lookup table Injective mapping of input values to

output values (similar to a hash map).
Constraint Restriction on the values of the grid.
Selector Variable used to determine which poly-

nomial constraint to apply to a row.
Polynomial constraint Enforces a polynomial of a row of the

grid is zero.
Copy constraint Enforces two cells of the grid are equal.
Lookup constraint Enforces a tuple of cells is in a lookup

table.
Table 1. List of terms used to describe ZK-SNARK circuits
in this work.

and lender can be assured that the credit score was computed
honestly.

3 ZK-SNARKs and ML

In this work, we focus on the halo2 proving system, which
supports the Plonkish randomized AIR (arithmetic inter-
mediate representation) with preprocessing [4, 12]. A full
description of the proving system is outside of the scope of

this manuscript, but we describe properties salient to the
performance of ML circuits.

Circuit representation. Logically, we can view circuits
as 2D grids where the values of the cells are in some large
prime, finite field, F𝑝 . The number of rows must be a power
of two. The cells are constrained in three ways:

1. Enforcing that an arbitrary polynomial where the vari-
ables correspond to the cells within one or more adja-
cent rows evaluates to zero (custom gates/constraints).

2. Enforcing that arbitrary cells within the grid are equal
(copy/permutation constraint).

3. Enforcing that a specific pattern of cells within a row
is within some table (lookup constraint).

We provide a list of terms in Table 1.

Representing computations. ZK-SNARKs can represent
arbitrary computations: this can be seen as polynomial con-
straints and equality checks are universal [42]. However,
there are many ways to represent the same computation
within a ZK-SNARK.

As a concrete example, consider performing the ReLU op-
eration, which is the function 𝑓 (𝑥) = max(0, 𝑥). Assume
that 𝑥 is represented using fixed-point with 𝑏 total bits in the
representation. One common way that prior work represents
the ReLU is by performing a full bit decomposition using
polynomial constraints, setting the sign bit to zero, and re-
composing 𝑥 (with the sign bit set to zero) [27]. This method
of computing ReLU does not require any lookup arguments,
but requires 𝑏 + 2 cells.
We can perform the ReLU using only two cells with a

lookup table, where the table consists of two columns with
(𝑥, 𝑓 (𝑥)). This table has at least 2𝑏 rows.
Although the second representation uses fewer cells, the

relative costs of both methods depend heavily on the number
of ReLU operations performed. If only a single ReLU opera-
tion is performed, the cost of the table may be higher than
the cost of using the expanded representation.
As we will see, the choice of representing computation

affects costs dramatically.

Performance. The dominant cost for ZK-SNARKs is the
proving time: as we will show, verification is orders of mag-
nitude cheaper than proving.

Many factors affect the proving latency for halo2. Roughly,
the proving latency scales with the total number of rows
and columns, when accounting for the selector columns, the
lookup columns, the total number of constraints, and the
maximum degree of all of the constraints. However, the op-
erations done internally include polynomial operations, Fast
Fourier Transformations (FFTs), and Multi-Scalar Multipli-
cations (MSMs) over large finite fields or elliptic curves. As
such, it is difficult to predict the proving latency exactly, but
this can be benchmarked relatively easily as the operations
are the same for a fixed circuit configuration.
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ZEN vCNN zkCNN ZKML
CNN ✔ ✔ ✔ ✔
CNN training ✗ ✗ ✗ ✔
GPT ✗ ✗ ✗ ✔
Twitter model ✗ ✗ ✗ ✔
Diffusion ✗ ✗ ✗ ✔

Table 2. List of models supported by ZKML and by prior
work.

To understand the complexities of performance optimiza-
tion for halo2 circuits, consider a toy circuit with 10 columns
and 220 rows where 220 − 100 of the rows are occupied by
arithmetic operations (i.e., arithmetic constraints are already
present). Let us further assume that there is a single ReLU
operation that must be performed with 16 bits of precision.
Consider three ways of performing this single ReLU:

1. Defining a new selector with a lookup table with the
ReLU inputs/outputs. This adds three columns (the
selector, input lookup column, and output lookup col-
umn) and an additional constraint, and takes up one
additional row.

2. Defining a new selector that spans four rows and per-
forms the bit-decomposition. This adds one column
(the selector) and an additional constraint, and takes
up four additional rows.

3. Using the existing arithmetic constraints to perform
the bit decomposition. Assuming one bit per row, this
takes up an additional 32 rows.

In our toy example, surprisingly, the third method is the
most efficient. However, if we instead performed 218 ReLU
operations, the table may be more efficient: it takes up sub-
stantially fewer rows (the second and third methods would
take 220 and 223 rows, respectively).

Thus, the most efficient circuit layout depends globally on
the operations within the ML model.

4 ZKML Architecture and Overview

We describe ZKML’s high-level architecture in this section.

4.1 Overview

Recall that ZKML compiles ML model specifications to ZK-
SNARK circuits. To do so, ZKML uses a standard method
of representing ML model computation: data are tensors
(𝑛-dimensional arrays) and operations (i.e., layers) take as
inputs tensors and outputs tensors. In this work, we repre-
sent all values of the tensors as fixed-point numbers, where
ZKML chooses the scale factor. Choosing the scale factor
appropriately is critical for high performance.

ZKML contains two main components: low-level gadgets
and an optimizer to select the circuit layout for a given ML
model. The optimizer composes the gadgets to form the lay-
ers. ZKML is designed to be modular, allowing developers to

ZEN vCNN zkCNN ZKML
Conv2D ✔ ✔ ✔ ✔*
FullyConnected ✔ ✔ ✔ ✔*
Pooling ✔ ✔ ✔ ✔*
ReLU ✔ ✔ ✔ ✔
DepthwiseConv2D ✗ ✗ ✗ ✔
BatchMatMul ✗ ✗ ✗ ✔
Softmax ✗ ✗ ✗ ✔
Other non-linearities ✗ ✗ ✗ ✔

Table 3. A non-exhaustive list of layers supported by ZKML
and by prior work. The * indicates that ZKML provides ad-
ditional optimized implementations through various com-
binations of low-level gadgets. Many of these layers, such
as BatchMatMul and Softmax are required for modern ML
models, such as GPT.

add gadgets for increased flexibility and performance. Fur-
thermore, its optimizer can target different hardware back-
ends, such as servers with a varying number of CPUs and
RAM. We show the overall architecture diagram of ZKML
in Figure 3.

ZKML supports a much wider range of models compared
to prior work (Table 2). Currently, ZKML supports CNNs,
LSTMs, Transformers, MLPs, diffusion models, and other
commonly used ML models. Because halo2 is universal (i.e.,
can represent any computation) it is hypothetically possi-
ble to support any ML model. However, ZKML currently
does not support branching or variable-length loops. Thus,
ZKML requires fixed-length inputs for NLP models. Loops
and branches will be unrolled.

4.2 Components

ZKML contains several components, including low-level gad-
gets, an optimizer, and a transpiler from TensorFlow.

The reason that ZKML can support a wide range of models
is due to our implementation of low-level gadgets that can
be composed to compute a variety of ML layers. We show
a comparison of prior work and ZKML in Table 3. ZKML’s
low-level gadgets broadly fall under four categories:

1. Shape operations
2. Arithmetic operations
3. Pointwise non-linearities
4. Specialized operations
We describe the gadgets in detail in Section 5. However,

we highlight one design choice to “future-proof” ZKML:
each constraint for a gadget is only within a single row.
Although the existing halo2 library allows for constraints
across rows, we limit ZKML to single-row constraints be-
cause new forms of proving systems (that have not yet been
integrated into halo2) only allow single-row constraints.
Furthermore, we have found that this does not significantly
affect performance.
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ZKML’s optimizer takes as input an ML model specifica-
tion and outputs an optimized circuit layout. To do so, ZKML
composes the low-level gadgets into layers. As we describe in
Section 7, ZKML must choose which gadgets to use, the size
of the circuit, and the layout. These choices are dependent
on the hardware target.
We show a high-level architecture diagram of ZKML’s

optimizer in Figure 4.

4.3 Security

ZKML inherits all of the assumptions and security properties
of the underlying proving system. In particular, it inherits
all security properties of halo2, including zero-knowledge,

completeness, and knowledge soundness [6]. Importantly,
the knowledge soundness property intuitively means that
the prover must know the input and the weights.

halo2 supports two underlying commitment schemes:
KZG [20] and IPA (inner-product argument) [7]. The security
assumptions depend on the underlying commitment scheme
we use, but only require general, widely used cryptographic
assumptions.
The KZG commitment scheme requires a one-time, uni-

versal trusted setup (i.e., a single trusted setup that can sub-
sequently be used for all models and proofs). This trusted
setup has been completed in a distributed manner by Privacy
Scaling Explorations [35] for 228 with over 75 participants.
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We use this trusted setup in our work, which removes the
need for users of ZKML to run their own trusted setup. They
can also contribute to the existing trusted setup for further
security.

The IPA commitment scheme is transparent, meaning that
there is no trusted setup required. However, the IPA commit-
ment schema requires larger proofs and higher verification
time. Users of ZKML can choose the KZG or IPA version of
ZKML depending on the security properties they desire.

4.4 Limitations

Aswith all prior work for ZK-SNARKs andML,we are limited
by the memory consumption and hardware resources for
reasonable proving times. The largest model we can prove
with under 1TB of RAM is the distilled version of GPT-2
we consider in Section 9. Furthermore, we do not focus on
proofs of training. Nonetheless, ZKML is capable of proving
a much larger variety of models and much larger models
compared to prior work. We believe the path towards higher
performance largely lies in creating more efficient proving
systems.

ZKML requires that themodel architecture (but notweights)
is revealed. Given the recent trends in open-source models
(e.g., variations of Llama), we do not believe this is a signifi-
cant constraint for many applications.
Another major concern for all ZK-SNARKs is that the

representation of the computation within the ZK-SNARK
is equivalent to the original computation (i.e., correctness
of the circuit). A formal proof of correctness is outside the
scope of this work.

5 ZKML Gadgets

We now describe ZKML’s gadgets.

5.1 Overview

ZKML contains gadgets that are designed to represent the
majority of common operations in widely used ML models.
Broadly, these gadgets fall under four categories: shape oper-
ations, arithmetic operations, pointwise non-linearities, and
specialized operations. We describe these gadgets below.

Shape operations. Because tensors can hold references
to previously assigned cells, shape operations can be done
logically. Namely, any operation that changes the shape, sub-
sets, or concatenates one or more tensors can be performed
by creating a new tensor with references to previously cre-
ated tensors. These operations are “free” with respect to the
proving time since new cells are not assigned.

Arithmetic operations. There are many arithmetic opera-
tions that are commonly performed in ML models, including
addition, multiplication, division, and squaring. These oper-
ations are typically a part of a larger computation, such as a
convolution or fully connected layer.

Name Operation
Add(𝑥,𝑦) 𝑥 + 𝑦
Sub(𝑥,𝑦) 𝑥 − 𝑦
Mul(𝑥,𝑦) 𝑥 · 𝑦
Div(𝑥,𝑦) ⌊𝑥/𝑦⌋
DivRound(𝑥,𝑦) Round(𝑥/𝑦)
Square(𝑥 ) 𝑥2

SquaredDiff(𝑥,𝑦) (𝑥 − 𝑦)2
Sum(®𝑥 ) ∑

𝑖 𝑥𝑖
DotProd(®𝑥, ®𝑦) ®𝑥 · ®𝑦

Table 4. Partial list of arithmetic operations ZKML supports.

An important consideration for performance is how to
implement these operations. For example, suppose we have
a dot product constraint. This constraint could be used to
implement pairwise addition and multiplication of tensors,
in addition to squaring a tensor element-wise. However, all
of these operations (addition, multiplication, squaring) could
also be implemented with fewer cells using additional con-
straints.
We implement all of these operations (and more) as gad-

gets that the optimizer can choose from. A partial list of
arithmetic gadgets is in Table 4.

A final consideration in implementing these gadgets is to
account for the fixed-point representation of values within
the finite field. As such, multiplication and division oper-
ations must account for the fixed-point scaling factor. In
particular, we can implement division with a multiplication
and rescaling.

Pointwise non-linearities. Another common set of opera-
tions within ML models are pointwise non-linearities. These
are commonly referred to as activation functions. Pointwise
non-linearities include the ReLU, ELU, sigmoid, exponential,
and tanh functions. With the exception of the ReLU function,
these functions are difficult to approximate with polynomial
constraints efficiently.

Thus, to efficiently perform pointwise non-linearities, we
use lookup tables. Since the table size can be at most the grid
length, the range of inputs to the non-linearities constrains
the precision of the fixed-point representation. As we will
see, this constraint is important for the optimizer to decide
the grid size.

Specialized operations. We refer to all other operations
as specialized operations as they require custom constraints.
In this work, all specialized operations arise from the need
to perform the softmax operation. As we will see, a high-
performance softmax requires the maximum operation, a
scaled exponential operation, and a variable division oper-
ation. In this section, we describe how to perform the indi-
vidual operations and describe how to combine them into a
high-performance softmax in Section 6.
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First, consider the maximum operation: 𝑐 = max(𝑎, 𝑏). In
order to constrain 𝑐 to be the maximum, we first constrain 𝑐
to be equal to one of 𝑎 or 𝑏 using the polynomial constraint
(𝑐 − 𝑎) (𝑐 − 𝑏) = 0. We can then constrain 𝑐 to be greater
than or equal to both 𝑎 and 𝑏 using two lookup constraints:
𝑐 − 𝑎 ∈ [0, ..., 𝑁 ) and 𝑐 − 𝑏 ∈ [0, ..., 𝑁 ). The table [0, ..., 𝑁 ) is
required for the pointwise non-linearities so it can be reused
for the maximum operator.

Second, the scaled exponentiation refers to the operation
𝑦 = exp(𝑥) ·SF, where SF is the scale factor. This can be done
in the same way as the pointwise non-linearities are done.

Third, consider variable division: VarDiv(𝑎, 𝑏) = Round(𝑏/𝑎),
where 𝑎, 𝑏 ∈ [0, ..., 𝑁 ). Here, 𝑏 and 𝑎 are unknown ahead
of time (unlike the fixed-point scaling factor). In order to
perform variable (rounded) division, we first describe how to
perform standard integer division. Standard integer division
is equivalent to the following equation holding:

𝑏 = 𝑐 · 𝑎 + 𝑟
for 𝑟 ∈ [0, ..., 𝑎). Thus, we can use the polynomial constraint
𝑏 − 𝑐 · 𝑎 − 𝑟 = 0 and constrain that 𝑎 − 𝑟 ∈ [0, ..., 𝑁 ). To
perform rounded division, we note that 𝑐 = Round(𝑏/𝑎) is
equivalent to

𝑐 =

⌊
2𝑏 + 𝑎
2𝑎

⌋
=

⌊
𝑏

𝑎
+ 1
2

⌋
but the first equation is equivalent to standard integer divi-
sion with 2𝑏 +𝑎 as the numerator and 2𝑎 as the denominator.
Finally, we note that if 𝑎 is larger than 𝑁 , we can decompose
𝑎 into “limbs” of size 2𝑁 to allow for higher precision. 𝑟 can
similarly be decomposed.

5.2 Examples

We now provide concrete examples of gadgets. Throughout
this section, denote the number of columns as 𝑁 .

Sum. The first example we consider is the sum of a fixed
size vector Sum( ®𝑥) = ∑𝑛

𝑖 𝑥𝑖 , where 𝑛 = 𝑁 − 1. We can lay
out the elements of the vector and the result 𝑧 = Sum( ®𝑥) in
a row as follows:

𝑥1 | · · · |𝑥𝑛 |𝑧.
The constraint is:

𝑧 −
𝑛∑︁
𝑖

𝑥𝑖 = 0.

Dot product without bias. Consider a dot product of fixed
size without a bias. Namely,

DotProd( ®𝑥, ®𝑦) =
𝑛∑︁
𝑖

𝑥𝑖 · 𝑦𝑖 .

For the gadget, we let 𝑛 = ⌊𝑁−12 ⌋.
To compute the dot product, we lay out ®𝑥 and ®𝑦 and the

result 𝑧 = DotProd( ®𝑥, ®𝑦) as follows:
𝑥1 | · · · |𝑥𝑛 |𝑦1 | · · · |𝑦𝑛 |𝑧

If 𝑁 is even, we leave a cell empty. The constraint is simply:

𝑧 −
𝑛∑︁
𝑖

𝑥𝑖 · 𝑦𝑖 = 0.

Suppose we had two vectors ®𝑥 and ®𝑦 of cardinality𝑚 > 𝑛.
We can decompose the overall dot product into ⌈𝑚

𝑛
⌉ dot

products. We can then use the sum gadget from above to add
the partial results. As we will see, there are many ways to
perform a large dot product.

Dot product with bias. Consider a dot product of fixed size
with a bias: DotProd( ®𝑥, ®𝑦,𝑏) = 𝑏+∑𝑛

𝑖 𝑥𝑖 ·𝑦𝑖 . Here, 𝑛 = ⌊𝑁−22 ⌋.
We can lay out the row as follows:

𝑥1 | · · · |𝑥𝑛 |𝑦1 | · · · |𝑦𝑛 |𝑏 |𝑧

and use the constraint

𝑧 − 𝑏 −
𝑛∑︁
𝑖

𝑥𝑖 · 𝑦𝑖 = 0.

In order to compose a larger dot product, we can decom-
pose the dot product into ⌈𝑚

𝑛
⌉ dot products with biases. The

first bias is set to zero and the remainder of the biases are
set to the accumulation. This method of computing a larger
dot product does not require the sum gadget.

As shown in this example, there are a number of ways to
perform the same operation. The efficiency will depend on a
large number of factors, including the total size of the circuit
and the size of the dot products.

ReLU. As a final example, consider computing the ReLU
function pointwise over a vector ®𝑥 . Here, | ®𝑥 | = ⌊𝑁2 ⌋. We can
simply lay out the row as

𝑥1 |ReLU(𝑥1) | · · · |𝑥𝑛 |ReLU(𝑥𝑛)

The constraints ensure that pairs of columns (𝑥𝑖 , ReLU(𝑥𝑖 )) ∈
𝑇 for a table 𝑇 that contains the domain and range of the
ReLU function. Other pointwise non-linearities can be per-
formed similarly.

6 ZKML Layers

We now describe how ZKML implements ML layers.

6.1 Overview

Given low-level gadgets, ZKML will compose these into im-
plementing ML model layers within a given circuit. ZKML’s
optimizer will decide on the specific layout and choices of
gadgets for a givenMLmodel. However, we first describe sev-
eral concrete instantiations and optimizations for commonly
used ML layers.
ZKML currently supports 43 layers, which broadly fall

under linear layers, arithmetic layers, activation layers, and
softmax. Several of these layers can be computed as com-
positions of base layers. We show a non-exhaustive list of
layers in Table 3.
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Linear layers. In this work, we refer to a linear operation
as a layer that takes one or more tensors as input and out-
puts a tensor composed of linear combinations of the input
(potentially with a bias term). Linear layers include convo-
lutional layers, fully connected layers, and batched matrix
multiplication layers.

Consider a fully connected layer, which computes a matrix
multiplication of𝑊 (the weights) and 𝐴 (the input). Naively
computing the matrix multiplication takes𝑂 (𝑛3) operations.
We can perform naive matrix multiplication by computing
each element of the result (𝐵) by performing the dot product
of𝑊𝑖 and 𝐴𝑇

𝑗 .
However, we can perform matrix multiplication asymptot-

ically more efficiently by using Freivalds’ algorithm to verify
matrix multiplication [11]. In particular, we can compute 𝐵
“outside” of the circuit and simply verify that 𝐵 =𝑊𝐴. To
perform the verification, we can take a random vector 𝑟 and
verify that 𝐵𝑟 =𝑊𝐴𝑟 , which is 𝑂 (𝑛2). Similarly, the result
can be computed with a series of dot products. The random
vector 𝑟 must be generated after the matrix and results are
committed.
Other linear layers (convolutions, batched matrix multi-

plication) can be accelerated with Frievald’s algorithm as
well.

Arithmetic layers. Arithmetic layers perform arithmetic
operations between two or more tensors. These operations
include addition, subtraction, multiplication, division, and
computing the squared difference between two tensors.

These layers can be implemented with custom gadgets or
by repurposing the dot product gadget. The overall efficiency
within the circuit depends on the relative costs of adding an
extra constraint compared to the inefficiency of using the
dot product gadget.

Activation layers. Activation layers apply pointwise non-
linearities to tensors. As we described in Section 5, all of
the pointwise non-linearities in this work (with the excep-
tion of ReLU) are difficult to approximate with polynomial
constraints. As such, they require lookup tables.

Softmax. The softmax function is a non-linear, vector-
valued function, which computes𝑦𝑖 = 𝑒𝑥𝑖∑

𝑒𝑥𝑖
. Because the soft-

max is a vector-valued function, it would require a lookup
table that is unrealistically large (for a vector of size 𝑛, it
would require a table of size SF𝑛).

To compute the softmax, we use a standard trick for nu-
meric stability. Namely, we compute the softmax of 𝑥𝑖 −
max𝑗 𝑥 𝑗 . This rescaling reduces the range of the exponen-
tials and produces the same result as the softmax is shift
invariant. We can compute the maximum of the vector 𝑥
using the maximum gadget described in Section 5.

Given the exponentiated vector, we can compute the sum
and divide by the sum. However, naively doing this will
result in catastrophic loss of precision. To understand why,

it is clear that the sum of 𝑒𝑥𝑖 is greater than each 𝑒𝑥𝑖 . Using
the standard integer division gadget will result in all values
except potentially one to be rounded to zero.
To address the numerical instability we could divide the

sum by the fixed-point scale factor. However, this will also re-
sult in reduced precision. Instead, we scale the numerator by
the scale factor. As we show, these optimizations combined
lead to a high-performance softmax.

6.2 Examples

We provide an example of composing gadgets to produce
layers to illustrate the choices ZKML’s optimizer must make.
Consider a simple fully connected layer with a bias. The
inputs are matrices 𝐴 and 𝐵, and a bias 𝑏. The output is
the result 𝐶 = 𝐴 · 𝐵 + 𝑏 when computed in fixed-point. For
simplicity, let 𝐵 be a vector (so the operation is instead a
matrix-vector multiplication).

We can decompose the matrix multiplication into a series
of dot products by computing the dot product of the rows
of 𝐴 with 𝐵. Assuming the number of columns 𝐴 is larger
than the number of columns in the circuit, we must split the
dot product across rows. To do so, we can use the dot prod-
uct without a bias, accumulate, and add the bias using the
addition gadget. However, we can also use the dot product
with a bias and have the first bias be 𝑏. The optimal choice
of gadget depends on the size of the matrices and the size of
the circuit.

We must further perform the fixed-point scaling after the
multiplication. If this is followed by a non-linearity, we can
fuse these operations.

As we can see, there are a large number of choices when
compiling even a single layer from gadgets.

7 ZKML Optimizer

We now describe ZKML’s optimizer.

7.1 Overview

ZKML’s optimizer takes as input an ML model specification
and outputs an optimized halo2 circuit layout. As described
in Section 4, ZKML currently takes fixed-functionMLmodels.
Operations such as branching and looping will be unrolled.
Given a set of layers in an ML model, ZKML has many

choices of circuit layout. Fully profiling each possible layout
is infeasible, especially for larger ML models: producing a
single proof could take hours.

Unfortunately, it is also difficult to choose the optimal lay-
out since individual choices affects the global performance.
As a simple example, because the number of rows in a circuit
must be a power of two, increasing the number of rows to
reduce the number of columns can have dramatic effects.
Thus, instead of exhaustive profiling, ZKML instead per-

forms the following procedure to optimize circuit layout:
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Algorithm 1 Optimizer for ZKML
1: Input : ML Model𝑀 , Operation statistics 𝑠𝑡𝑎𝑡
2: Output : Best physical layout 𝐵
3: 𝑠𝑡𝑎𝑡 ← BenchmarkOperations(ℎ𝑎𝑟𝑑𝑤𝑎𝑟𝑒) ⊲ Once only
4: function OptimizeLayout(𝑀, 𝑠𝑡𝑎𝑡 )
5: 𝐿 ← GenerateLogicalLayouts(𝑀)
6: 𝐵 ← NULL
7: 𝑐𝑜𝑠𝑡 ←∞
8: for ℓ in 𝐿 do

9: 𝑛𝐶𝑜𝑙𝑠 ← 𝑁min
10: while 𝑛𝐶𝑜𝑙𝑠 ≤ 𝑁max do

11: 𝑏 ← GeneratePhysicalLayout(ℓ, 𝑛𝐶𝑜𝑙𝑠)
12: 𝑘 ← FindOptimalK(𝑏, 𝑛𝐶𝑜𝑙𝑠)
13: 𝑏 ← UpdatePhysicalLayout(𝑏, 𝑛𝐶𝑜𝑙𝑠, 𝑘)
14: 𝑇 ← EstimateCost(𝑏, 𝑛𝐶𝑜𝑙𝑠, 𝑘, 𝑠𝑡𝑎𝑡)
15: if 𝑇 < 𝑐𝑜𝑠𝑡 then

16: 𝑐𝑜𝑠𝑡 ← 𝑇

17: 𝐵 ← 𝑏

18: end if

19: 𝑛𝐶𝑜𝑙𝑠 ← 𝑛𝐶𝑜𝑙𝑠 + 1
20: end while

21: end for

22: return 𝐵

23: end function

1. ZKMLwill generate candidate choices of gadgets based
on the operations within the ML model.

2. ZKML will generate circuit layouts of varying grid
sizes from the gadget choices, where the number of
rows is optimal relative to the number of columns.

3. ZKMLwill use cost estimation to determine the highest
performance layout.

At all steps, ZKML will use heuristics to prune suboptimal
plans.

In the first step, ZKMLwill generate logical circuit layouts,
which specify how individual layers should be implemented
but not the physical instantiation. For example, it may spec-
ify to use an accumulation gadget but not the number of
columns.
In the second step, ZKML will generate physical circuit

layouts, which specify exact grid sizes and layouts.
We show the overall algorithm inAlgorithm 1 and describe

these steps in turn.

7.2 Generating logical layouts

The first step simply generates a candidate list of laying out
individual layers within the circuit. For example, the linear
layers could be implemented with a separate aggregation
constraint or with just the dot product constraint. Similarly,
the squared layer can be implemented with a separate con-
straint or with the multiplication constraint.

An exhaustive enumeration of layer implementationswould
result in exponentially many configurations with the depth
of the neural network. To reduce this, ZKML uses a heuris-
tic pruning method that enforces the same implementation
for every layer per configuration. This is because adding a
constraint is more expensive than adding a column, and the
gains from using separate implementations are rarely worth
the cost of adding a column.

7.3 Generating physical layouts

The second step is for ZKML to generate physical instantia-
tions of the logical layouts. Namely, for each logical layout,
ZKML will generate physical circuit layouts while varying
the number of columns. Because the number of rows must
be 2𝑘 , ZKMLwill only keep the grids with a minimal number
of rows for each 𝑘 (per configuration).

In order to generate grids, we implemented a circuit simu-
lator which produces row-exact simulations of circuits given
a logical layout and number of columns. Using this simulator,
ZKML can exactly compute the number of rows needed at a
given number of columns.

7.4 Cost estimation

Given a set of physical layouts, ZKML will perform cost esti-
mation on the remaining layouts for the giving proving hard-
ware. Performing exact cost estimation is difficult because
many kinds of computational operations are involved in
producing a proof. However, the dominant cost of proof gen-
eration are Fast Fourier Transformations (FFTs) and Multi-
Scalar Multiplications (MSMs). Besides these operations, the
creation of lookup columns and the calculation of quotient
polynomial are the dominant factors in proving time.
As a result, we focus on estimating the costs of these

four operations. The cost of these operations depends on
three factors: the size of the input, the number of times the
operations are done, and the hardware resources available.
For example, much work has been done to accelerate MSMs
on hardware accelerators [17, 29].
For a given proving hardware configuration, ZKML re-

quires costs estimates for: 1) a single FFT of size 2𝑘 for
𝑘 ∈ {18, ..., 30}, 2) a single MSM of size 2𝑘 for 𝑘 ∈ {18, ..., 28},
3) the creation of a lookup table of size 2𝑘 for 𝑘 ∈ {18, ..., 28},
4) the time to perform a single field multiplication and addi-
tion. This is because the existing trusted setup only supports
circuits with at most 228 rows. These estimates need only be
produced once per hardware configuration.

The size of each individual FFT depends both on the max-
imum degree of the custom constraints and the number of
rows. The number of FFTs depends on the number of columns
and copy constraints. We can compute these statistics given
a physical circuit layout. Namely, there are two sizes of FFTs
performed for a given physical circuit layout, so we can
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estimate the cost as:

𝐶FFT = 𝑛FFT · 𝑡FFT (𝑘) + 𝑛′FFT · 𝑡FFT (𝑘 ′). (1)

Here, 𝑘 is such that the number of rows is 2𝑘 and 𝑘 ′ =

𝑘 + log2 (𝑑max − 1), where 𝑑max is the maximum degree of
the constraints in the circuit. The FFTs corresponding to
𝑛FFT and 𝑛′FFT are for computing the quotient polynomial
in halo2 [45]. Specifically, 𝑛FFT is for converting each col-
umn polynomial/constraint to coefficient form, and 𝑛′FFT is
for converting each column polynomial/constraint to ex-
panded evaluation form. They can be computed from the
number/type of columns in the circuit, which includes the
number of permutation arguments, lookups, and maximum
degree of the custom gates. If we denote the number of in-
stance (public) columns as 𝑁𝑖 , the number of advice (private)
columns as 𝑁𝑎 , the number of lookups as 𝑁lk, and the num-
ber of permutation constraints as 𝑁pm, then the number of
FFTs is

𝑛FFT = 𝑁𝑖 + 𝑁𝑎 + 𝑁lk ∗ 3 +
𝑁pm + 𝑑max − 3

𝑑max − 2
(2)

and 𝑛′FFT = 𝑛FFT + 1, in which the additional one is to trans-
form the overall evaluation form back to the coefficient form.

The size of each individual MSM depends on the number
of rows, and the number of MSMs depends on the number
of columns (including selector columns) and the maximum
degree 𝑑max. Similarly, we can compute these statistics given
a physical circuit layout. The number of MSMs is given by
𝑛FFT + 𝑑max − 1 for the KZG commitment scheme and 𝑛FFT +
𝑑max for the IPA commitment scheme. Compared to FFTs,
the additional terms come from the generation of evaluation
proofs for the quotient polynomial.
Finally, we can estimate the residual cost by estimating

the cost of constructing the lookup tables and assorted field
element operations. Our estimate for the residual cost is
simply the sum of these two estimates.
Given the cost estimates for each of the physical circuit

layouts, ZKML will choose the cheapest layout for proving.

8 Implementation

We implemented ZKML in ˜16,000 lines of Rust and Python
code. The Rust code contains the gadgets, circuit layouter,
and proving aspects. The Python code contains the logic for
the optimizer. We also add semantic-preserving optimiza-
tions to the halo2 proving stack, including optimizing the
lookup constraint creation, parallelization of FFTs, and re-
duced memory requirements.

From a user perspective, there are two stages: optimization
and proving. In the optimization step, the user provides an
ML model specification. Currently, ZKML accepts models in
tflite format; this could easily be extended to other formats
such as onnx.

Models Parameters Flops
GPT-2 81.3M 188.9M
Diffusion 19.5M 22.9B
Twitter 48.1M 96.2M
DLRM 764.3K 1.9M
MobileNet (ImageNet) 3.5M 601.8M
ResNet-18 (CIFAR-10) 280.9K 81.9M
VGG16 (CIFAR-10) 15.2M 627.9M
MNIST 8.1K 444.9K

Table 5. List of models considered in the evaluation.

Given the ML model specification, ZKML will pick the
appropriate set of gadgets and physical layout with its opti-
mizer. The optimizer will produce the optimal gadgets and
layout. It will also produce the proving key and verification
key, which is specific to the model. Then, to produce a proof,
the user must also supply the input.

In order to verify a proof, the user must provide the model
configuration (but not the weights), the verifying key, the
proof, and public values. Currently, the verifier is imple-
mented as a standalone binary, but could also be imple-
mented in wasm or other frameworks.
Our code is available at https://github.com/uiuc-kang-

lab/zkml.

9 Evaluation

We evaluate ZKML on a wide range of modern ML mod-
els, spanning language models, CNNs, and recommendation
system models. Our results show that ZKML is able to ZK-
SNARK a wider range of models than prior work. Finally, we
show that all components of ZKML are necessary for high
performance.

9.1 Experimental Setup

In our evaluation, we consider the following models:
1. GPT-2: a distilled GPT-2 optimized for inference [39].
2. Diffusion: a small latent text-to-image Stable diffusion

model [37].
3. Twitter: MaskNet in the Twitter recommendation sys-

tem [43].
4. DLRM: a deep recommender proposed by Facebook

research [32] and used by MLPerf [36].
5. MobileNet: a MobileNet v2 trained on ImageNet [38].

We used the "1.0, 224" configuration that has an expan-
sion factor of 1.0 and an input resolution of 224.

6. ResNet-18: ResNet-18 on CIFAR-10 [14].
7. VGG-16: VGG-16 on CIFAR-10 [41].
8. MNIST: A CNN on MNIST optimized for accuracy [1].

We show the number of parameters and the flops for each
model in Table 5.
In choosing the models in the evaluation, we note an im-

portant feature of ML models: performance is dependent on
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Model Proving time (KZG) Verification time (KZG) Proof size (KZG)
GPT-2 3651.67 s 18.70 s 28128 bytes
Diffusion 3600.57 s 92.78 ms 28704 bytes
Twitter 358.7 s 22.41 ms 6816 bytes
DLRM 34.4 s 12.26 ms 18816 bytes
MobileNet 1225.5 s 17.67 ms 17664 bytes
ResNet-18 52.9 s 11.84 ms 15744 bytes
VGG16 637.14 s 9.62 ms 12064 bytes
MNIST 2.45 s 6.69 ms 6560 bytes

Table 6. End-to-end proving time for a variety of models when using the ZKML KZG backend.

Model Proving time (IPA) Verification time (IPA) Proof size (IPA)
GPT-2 3949.60 s 11.98 s 16512 bytes
Diffusion 3658.77 s 5.17 s 30464 bytes
Twitter 364.9 s 2.28 s 8448 bytes
DLRM 30.0 s 0.11 s 18816 bytes
MobileNet 1217.6 s 3.34 s 19360 bytes
ResNet-18 46.5 s 0.20 s 17120 bytes
VGG16 619.4 s 2.49 s 17184 bytes
MNIST 2.36 s 22.26 ms 7680 bytes

Table 7. End-to-end proving time for a variety of models when using the ZKML IPA backend.

a large number of factors. These factors include the archi-
tecture, amenability to quantization, and others. Due to the
flexibility of ZKML, we are able to ZK-SNARK a wider range
of models. Prior work focuses on older, outdated models
such as VGG-16, which are inefficient in terms of accuracy,
ML statistical efficiency, and ZK-SNARK proving time. In-
stead, we focus on modern models, such as ResNet-18, which
achieve higher accuracy and faster proving. As a result, we
focus on a key metric of proving time at a given accuracy
level.

For consistent benchmarks, we use the r6i.8xlargeAWS
EC2 instance type for all models except MobileNet, Diffu-
sion, and GPT-2. We use the r6i.16xlarge instance for Mo-
bileNet, and the r6i.32xlarge for GPT-2 and Diffusion due
to memory overheads. The r6i.8xlarge instance has 32
vCPU cores (threads) and 256GB of RAM. The r6i.16xlarge
instance has 64 vCPU cores (threads) and 512 GB of RAM.
The r6i.32xlarge has 128 vCPU cores and 1 TB of RAM.

9.2 End-to-End Numbers

ZKML proves on awider range ofmodels. For themodels
described in Section 9.1, we measure the latency of proving
for each model on AWS EC2 instances. We show results in
Table 6 for the KZG backend and Table 7 for the IPA backend.
As we show, ZKML can prove model types beyond prior
work, including real-world models used in recommendation
systems, ResNets, and even a distilled GPT-2. The proving
time can be as low as 2.5s. The largest model we consider,
GPT-2, can be proven in about an hour. In contrast, some

Model FP32 Accuracy ZKML Accuracy Difference
MNIST 99.06% 99.06% 0%
VGG16 90.36% 90.37% + 0.01%
ResNet-18 91.88% 91.87% -0.01%

Table 8. Accuracy of ZKML compared to the base FP32
models.

prior work can take over an hour to prove small models on
CIFAR-10.

We also show the latency of verification and the proof size
in the above tables. As shown, IPA usually has a larger proof
size and higher verification time compared to KZG. KZG
has faster verification as it only requires a single pairing
check, while IPA needs to perform 𝑂 (𝑛) group operations
for verification. IPA generally has faster proving times for
small number of rows since the field operations are slightly
more efficient than KZG, but slower for larger models since
the extra MSM offsets the initial efficiency gains.

Accuracy. Another important part of ZK-SNARK proving is
the resulting accuracy. Because the arithmetization changes
the output result because of quantization, it is possible that
the accuracy changes. To test this, we computed the accuracy
of the three vision models (the other models did not have
classification benchmarks).We show results in Table 8. As we
can see, the accuracy drops by at most 0.01%. In comparison,
high-quality quantization is typically measured within 0.1%
accuracy [15, 16, 46], or 20× higher.



EuroSys ’24, April 22–25, 2024, Athens, Greece Chen et al.

ZKML (ResNet-18) ZKML (VGG-16) zkCNN vCNN
Accuracy 91.9% 90.4% 90.3% 90.4%*
Proving time 52.9 s 584.1 s 88.3 s 31 hours*
Verfication time 12 ms 16 ms 59 ms 20 seconds
Proof size 15.3 kB 12.1 kB 341 kB 0.34 kB

Table 9. ZKML compared to zkCNN [27] and vCNN [26] on proving time, verification time, and proof size. ZKML outperforms
on all metrics except proof size. The proving time for vCNN was estimated by [27]. The accuracy of vCNN is estimated from
the float-point accuracy, as the paper does not discuss accuracy.

Model Proving time (ZKML) Proving time (fixed) Improvement
GPT2 3651.7 s 5952.0 s 63%
Diffusion 3600.6 s 4989.7 s 39%
Twitter 358.7 s 464.0 s 29%
DLRM 34.4 s 42.4 s 23%
MobileNet 1225.5 s 2407.8 s 96%
ResNet-18 52.9 s 74.8 s 41%
VGG16 637.1 s 1474.0 s 131%
MNIST 2.5 s 4.4 s 76%

Table 10. Proving times of ZKML and ZKML with a fixed configuration. As shown, ZKML’s optimizer can improve proving
times by nearly 2.5× compared to a fixed configuration.

Comparison to prior work. Finally, we compare ZKML to
prior work on CNNs. We compare the numbers as presented
by zkCNN [27] and vCNN [26] compared to ZKML on the
same dataset but with performance-optimized models in
addition to VGG-16. Namely, the ResNet-18 we consider
achieves higher accuracy than the VGG-16 zkCNN considers.
To estimate the cost of proving for prior work, we match
the hardware setup used in the prior work as closely as
possible. We show comparisons on CIFAR-10 in Table 9. As
shown, ZKML is able to achieve faster proving times, 5×
faster verification times, and 22× smaller proofs compared
to zkCNN. The proving time of 31 hours for vCNN was
estimated by [27].

9.3 Ablation Studies

To understand the performance of ZKML, we performed an
ablation study. In our first ablation study, we fixed a number
of advice columns for all models and considered the objective
of optimizing proving time for KZG. The largest model we
consider, GPT-2, requires 40 columns to fit within 226 rows
(the largest size that can prove in under 1TB of RAM for the
KZG version of ZKML). As such, we picked the minimum
number of rows for each model with 40 columns. Recall that
the number of rows must be a power of two. Finally, since
GPT-2 requires 40 columns (for our maximum of using 1TB
of RAM), we excluded GPT-2 from this experiment.

We show the proving times for ZKML and for fixed config-
urations in Table 10. As shown, ZKML can improve proving
times by almost 2× compared to using a fixed configuration.
One major reason why this is the case is that the number

of rows is fixed to a power of two. Even a single extra row
over a power of two would cause the proving time to nearly
double.
We then conducted an experiment in which we removed

the different implementations of gadgets so that each layer
only had a fixed implementation. We kept the optimizer to
choose the optimal layout. We show the results in Table 11.
As shown, the proving time can increase by up to 24× with
a fixed set of gadgets.

9.4 Optimizer Savings

Time savings. We investigated whether or not ZKML’s
optimizers helped in reducing the time needed to choose the
optimal configuration. To do so, we measured the end-to-end
time for our optimizer to run compared to the time to exhaus-
tively benchmark proofs for the different configurations.
The runtime for our optimizer on the MNIST model was

6.3 seconds for the KZG backend and 6.3 seconds for the IPA
backend. In contrast, the time to exhaustively benchmark
proofs was 3622 seconds for the KZG backend and 3092
seconds for the IPA backend. Our optimizer is 575× faster
for KZG and 491× faster for IPA, even for our smallest model.
We further estimated the time to do exhaustive bench-

marking for GPT-2 (our largest model) compared to execut-
ing ZKML’s optimizer for the KZG backend. ZKML’s opti-
mizer took 185.3 seconds compared to an estimated 1,078,449
seconds for exhaustive benchmarking for GPT-2. Our opti-
mizer is an estimated 5900× faster compared to exhaustive
benchmarking. Furthermore, as seen, as the models increase
in size, the cost savings also increase.
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Model Proving time (ZKML) Proving time (no extra) Improvement
MNIST 2.5 s 6.2 s 148%
DLRM 34.4 s 859.5 s 2399%
ResNet-18 52.9 s 812.6 s 1436%

Table 11. Proving times of ZKML and ZKML with a fixed set of gadgets. As shown, the additional gadgets can have an
enormous impact on performance, leading to slowdowns of up to 24×.

Model Pruned runtime Non-pruned runtime
MNST 6.3 s 9.0 s
ResNet-18 28.1 s 77.5 s
GPT-2 185.3 s 277.2

Table 12. Optimizer runtime with and without pruning for
three models. As shown, pruning can significantly reduce
optimizer runtime. The same end configuration was used in
all cases with and without pruning.

Condition Proving time
Single-row 18.55 s
Multi-row adder 18.59 s
Multi-row max 18.58 s
Multi-row dot 18.58 s

Table 13. Proving time of models with single-row gadgets
vs multi-row gadgets.

Finally, we compared our optimizer with the optimizer
without pruning plans. For simplicity, we tested on three
models: MNIST, ResNet-18, and GPT-2. We show the opti-
mizer runtime in Table 12. In all cases, our optimizer found
the same plan as the optimizer without pruning, so the prov-
ing time is the same for both. As shown, the optimizer run-
time can decrease by as much as 2.8× with pruning.

Single-row vs multi-row constraints. We further com-
pared ZKML’s use of single-row vs multi-row constraints.
To study this, we measured the performance of a fixed model
when using single-row constraints vs multi-row constraints.
We constructed a model that uses the adder chip, the max
chip, and the dot product chip. We further fixed the circuit
size to 10 columns for fairness.

We show results in Table 13. In fact, multi-row constraints
induce an overhead of up to 2.2% for the proving time, show-
ing that using single-row constraints does not significantly
affect runtime.

Case studies. As a first case study, consider the GPT-2
model. Our optimizer chooses 225 rows and 13 columns for
KZG, and 224 rows and 25 columns for IPA. As we see, the
optimal configuration depends on the hardware and backend.
As a second case study, consider the case of optimizing

for proof size instead of proving time. Users may want to
minimize proof size when storing large numbers of proofs or

Runtime-optimized Size-optimized
Model Time Size Time Size
MNIST 2.45 s 6560 bytes 2.97 s 4800 bytes
VGG-16 637.14 s 12064 bytes 819.8 s 7680 bytes
ResNet-18 52.9 s 15744 bytes 87.3 s 6112 bytes
Twitter 358.7 s 6816 bytes 544.8 s 5056 bytes
DLRM 34.4 s 18816 bytes 42.2 s 6368 bytes

Table 14. Proving time and proof size of runtime and size
optimized ZK-SNARKs.

using proofs on the blockchain, where storage is expensive.
To minimize the proof size, we can minimize the number
of columns (which is 10 for our gadgets). We measured the
proving time and proof size for our five smallest models with
results shown in Table 14. As shown, ZKML can optimize
for both proving time and proof size.

9.5 Cost Estimation Accuracy

Finally, we measured the accuracy of our cost estimator.
For the purposes of choosing a physical layout, the most
important factor is that the highest performance layout is
the top ranked layout. Because benchmarking all possible
physical layouts is extremely expensive for the larger models,
we conducted all experiments on the MNIST model.

For the MNIST model, the top ranked physical layout for
both the KZG and IPA backends achieved the lowest proving
time. Furthermore, we measured Kendall’s rank correlation
coefficient between our cost estimates and the true proving
time. The rank correlation is 0.89 for KZG and 0.88 for IPA,
showing that our cost estimator accurately ranks physical
layouts.

10 Related Work

ZK-SNARKs for ML. All prior work for ZK-SNARKs for
ML focuses on producing proofs for convolutional neural
networks (CNNs) [10, 19, 26, 44]. The majority of this work
focuses on custom cryptographic arguments for ZK-SNARKs.
There are two major drawbacks with this approach. First,
none of this work supports other forms of DNNs, including
LLMs or DNNs used in recommender systems. Second, this
work does not take advantage of new work on faster ZK-
SNARK proving systems. ZKML addresses both of these
issues by leveraging recent work to produce general-purpose
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circuits for a wide range of DNNs. Furthermore, it is more
efficient than all prior work.

MPC for ML. Other work in secure ML focuses on multi-
party computation (MPC) for ML [22, 24, 25, 31]. MPC re-
quires all parties to be online during the duration of the
computation and does not provide validity of the computa-
tion to third parties. Furthermore, the majority of work on
MPC for ML focuses on the semi-honest adversary setting,
where all parties adhere to the protocol. In many circum-
stances (e.g., for audits, smart contracts, and other situations),
the participating parties desire security against malicious
adversaries. The work on MPC against malicious adversaries
is typically substantially more computationally and network
bandwidth-intensive.

HE for ML. Homomorphic encryption allows parties to
perform computations on encrypted data without first de-
crypting the data [2]. This allows for offloading computation
in a privacy-preserving manner. However, HE does not sat-
isfy the auditability requirements for the applications we
consider. Furthermore, HE is extremely computationally ex-
pensive, scaling only to impractically small datasets (MNIST
and CIFAR10) [18, 28].

11 Conclusions

In this work, we design and implement ZKML, an optimizing
compiler for ML models to ZK-SNARKs. ZKML can produce
ZK-SNARKs of substantially moreMLmodel types than prior
work, including important classes of models such as LLMs
and recommendation systems. We introduce a framework
for optimizing circuit layout for ML models in ZK-SNARK
proving systems. To the best of our knowledge, ZKML is
the first optimizing compiler for ML model inference to ZK-
SNARKs. Our optimizations result in up to 24× improved
proving speeds. We hope that ZKML will serve as a platform
for transparency in ML systems in the future.
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